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ABSTRACT

Radiation monitoring systems able to accurately track the radiation dose received by the patient and the medical
staff during interventional fluoroscopy can be used to minimize the likelihood and severity of radiation-induced
skin injuries and estimate the accumulated organ doses. We describe a method to monitor doses in real time using
automatic sensors in the imaging room and a GPU-accelerated computer simulator. The Monte Carlo simulation
code MC-GPU is used to estimate patient and staff doses due to primary and scattered radiation, along with the
associated statistical uncertainties. The geometrical configuration of the irradiation is automatically determined
and updated using data from a depth camera that tracks the location and posture of each person in the imaging
room. A virtual x-ray source graphical interface is used to manually trigger the simulations. The implemented
computational framework separates the simulation of the x-ray transport through the patient and the operator
bodies into two coupled, sequential simulations. The initial simulation uses the patient anatomy and a c-arm
source model with a collimated cone beam emitted from a point focal spot. During this simulation a large
phase space file with the energy, position and direction of x rays scattered in the direction of the operator is
created. The phase space file is then used as the input radiation source for the following simulation with the
operator anatomy model. Particle recycling is employed as a variance reduction technique to maximize the
information obtained from the limited number of particles scattered towards the operator. For a typical image
acquisition, a patient skin dose map can be displayed at the operator’s monitor within 10 seconds with a peak
skin dose error below 1%. This work demonstrates that a dose monitoring system based on accurate Monte
Carlo simulations can be used to estimate in real-time the average and peak organ doses for both the patient
and the staff in interventional fluoroscopy, and provide timely information regarding possible overdoses while the
imaging procedure is being performed.
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1. INTRODUCTION

In most x-ray imaging procedures patients are exposed to low levels of radiation such that radiation injuries
are rarely encountered. An exception is interventional fluoroscopy, a modality in which it may be clinically
acceptable to deliver high doses of radiation to patients that are in critical condition (for example, patients with
an obstructed coronary artery). Severe radiation injuries, especially in the skin, after fluoroscopic interventions
have been extensively reported in the literature.1–4 It is considered a good practice to follow up patients that
may have been exposed to high doses (for example, a peak skin dose greater than 2 Gy) to make sure that they
get the appropriate treatment in the event of developing a radiation injury, which may take weeks or months to
manifest.3
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An important difference between interventional fluoroscopy and other radiographic modalities is that the
radiologist or other physician performing the intervention and auxiliary medical personnel may stay inside the
imaging room, close to the patient, during the x-ray exposure and therefore they are exposed to radiation
scattered from the body of the patient. The occupational radiation exposure of the medical personnel working
in the imaging room is much lower than the patient dose but it is important to monitor the dose to ensure that
it does not exceed recommended maximum annual levels.5

In this work a method to monitor skin and organ doses in real time using automatic sensors in the imaging
room and a computer simulator in a remote location is presented. The purpose of the dose monitoring system is
to inform the operators of the distribution of the dose received by the patient’s skin and its peak value, and keep a
record of approximate organ doses received during the procedure that can be used to track the total doses received
over time. The system can also be used for educational purposes to inform operators of the safest locations in the
room to work and display a warning message when the calculated dose to the operator is higher than a certain
threshold value. Other dose tracking systems have been developed by different groups.6,7 A distinctive difference
of our system is the use of detailed, state-of-the-art particle transport models for dose estimation instead of less
accurate methods. The accurate modeling of scattered radiation in the presented system allows for monitoring
the dose to the operator of the x-ray equipment, which is not measured in conjunction with the patient dose in
any other system.

2. METHODS

A computational framework for dose monitoring in interventional fluoroscopy is presented in the following sub-
sections. At this stage of development, the system is not meant for clinical use and it represents a proof of
concept to investigate the limits of some new technologies with a promising future in the field of computational
dosimetry.

The two main hardware components of the framework are a control computer and a depth camera, both
located inside the imaging room. A Monte Carlo (MC) simulation code (see section 2.1) running in the control
computer or, optionally, on a remote computer cluster (see section 2.3) is used to estimate the 3D dose distribution
on the skin and the internal organs of both the patient and the medical staff. The geometrical configuration of
the irradiation is automatically determined using data from the depth camera, which continuously tracks the
location and posture8 of each person in the imaging room (see section 2.2). The computed radiation doses can
be displayed at the control computer as soon as they are available. A detailed description of the implemented
algorithms is given in section 2.4.

2.1 Monte Carlo Simulations and Anatomical Models

The Graphics Processing Unit (GPU)-accelerated MC simulation code MC-GPU9,10 is used as the computational
engine to model x-ray transport and estimate the radiation dose to the patient and the operator of the imaging
equipment. MC-GPU implements the x-ray transport physics models from PENELOPE 2006,11 which have been
exhaustively validated in the past.12,13 MC-GPU employs a voxelized geometry model with an efficient particle
transport algorithm based on delta scattering (Woodcock tracking). The interaction sampling and geometry
ray-tracing algorithms were designed to provide an optimum performance in GPUs, minimizing the accesses to
the slow video memory while maximizing the parts of the code that can be executed in parallel in thousands of
concurrent GPU threads. The simulation code can run in parallel in multiple GPUs in multiple computers, as
described in section 2.3.

The detailed anatomical models from the Virtual Family14 were used to represent the internal human anatomy
in the simulations. This set of computational phantoms includes data for four possible patients: a 34-year-old
adult male, 26-year-old female, and 11- and 6-year-old children. We used rigid human phantoms in supine
position, but the data from a 3D camera provides information on the location of the legs, arms and head of
each person that could be potentially used to modify the phantom’s pose in the future. The user of the code
can select in the input file the phantom to be used in the simulation and a scaling factor for each dimension of
the phantom. With this scaling factor the model can be adapted to a particular body size. However this simple
scaling method is only adequate for small modifications of patient size because it does not correctly model the
change in organ size for different body sizes (for example, taller people do not necessarily have taller hearts).
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The radiation shielding protections that are commonly used during fluoroscopic imaging (including leaded
aprons, eyeglasses or drapes) and the patient bed are not currently modeled by our software, but many of these
elements could be easily included in the voxelized models. Since the radiation shields are not modeled, the
system will provide an estimate of the maximum dose that could be received in a worst-case scenario irradiation.
It is important to mention that the use of a standard human anatomy model instead of a personalized model is
a major source of error in our system, and a fact that will inevitably prevent the system from computing the
exact real organ doses independently of the accuracy of the MC code. The magnitude of the sources of error
affecting the simulations should be evaluated in detail during the system validation process before the system
can be tested in a clinical setting.

As mentioned before, MC-GPU can be executed in parallel in multiple computers. The simulations presented
in this work were executed on the DIAM GPU cluster containing 14 GPUs: 8 NVIDIA GeForce GTX 580 and
6 NVIDIA GeForce GTX 680. The cluster nodes had a 6-core Intel Xeon CPU (2.40 GHz) running the Linux
operating system (Ubuntu 12.04), the NVIDIA CUDA 5.0 library and the NVIDIA GPU driver version 304.43.

2.2 Depth Cameras

In order to compute the dose to the operator of the fluoroscopic equipment, a means to determine the exact
position of the operator at the moment of each irradiation is needed. We decided to use a consumer-grade
depth camera to track the medical personnel inside the imaging room. The data from the 3D camera is used
to automatically configure the simulation geometry. Two similar cameras were evaluated in this work: a Kinect
for Xbox 360 (Microsoft Corp., Redmond WA) and an ASUS XtionPRO (ASUSTEK Computer Inc., Taipei,
Taiwan)∗. Both cameras use the depth sensor and processing chip developed by PrimeSense LTD (Tel-Aviv,
Israel). This depth-sensing technology is based on the use of an infrared laser and a holographic filter to project a
known pattern towards the room. A video camera with an optical filter to block visible light is used to record the
scene in the infrared range. A microprocessor chip in the camera post-processes the infrared image to estimate
the distance of the objects in front of each pixel. To be accurately detected, the objects must be located at
a distance of between 0.5 and 6 meters approximately. The depth data is transmitted to the computer as a
640 × 480 pixel image where each pixel value corresponds to the distance of the object behind that pixel. The
depth value is computed with 11-bit precision (2048 levels) but it can be observed that the depth estimations
have a noticeable level of noise (jitter) of the order of ±1 mm. The main advantages of these two consumer-grade
cameras are the price (∼$150) and the fact that there is a large community of developers creating freely-available
libraries and applications that simplify the programming of new tools. Even though both cameras could be used
in the described framework, we used the ASUS camera instead of the Kinect because of the smaller physical size,
the available USB connector and the lack of an external power supply requirement.

The open source OpenNI framework (http://www.openni.org/) was used in this work to operate the sensor
from a personal computer and to have access to the raw depth data. The computer vision middleware NiTE�
(Natural Interface Technology for End-User, http://www.openni.org/files/nite/) was used to process the
scene and separate the human bodies from the background. This software is also able to detect and track
a skeleton joint map of the person which makes it simple to estimate the pose and orientation of the body.
Other software libraries and applications exist to extract further information from the depth data, such as facial
expressions or hand movements, but these tools were not required in our project.

2.3 Interprocess Communication Protocols

The computational framework uses three separate computer applications to deal with different aspects of the
image acquisition process. These three applications need to share information and synchronize their execution.
For example, the MC simulations can not start until information about the x-ray source parameters and the
operator location is available. The communications between these three applications, which all run in the local
workstation at the imaging site, are handled using the open source middleware system Lightweight Communi-
cations and Marshalling (LCM, https://code.google.com/p/lcm/). LCM is a set of libraries and tools for

∗The mention of commercial products, their sources, or their use in connection with material reported herein is not
to be construed as either an actual or implied endorsement of such products by the Department of Health and Human
Services.

Proc. of SPIE Vol. 8668  866828-3
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 06 Feb 2023
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



START 1 START Initialize virtual
MC-GPU
module

Jl source x -ray sourcemodule l

Initialize Monte Carlo
simulator and GPU -cluster;
read default input data files

Wait for operator input
at x -ray source console;
image acquisition trigger

4

C

START
Kinect
module

Initialize depth camera
and manually select

reference point in 3D scene

Start user tracking
in the background

Wait for image
acquisition trigger
(source message)

Wait for image
acquisition trigger
(source message,

asynchronous)

Send out system -wide LCM message
with new acquisition parameters

LCM message: SOURCE channel

-ÿ
Update technique factors;

source location, angulation

Wait for operator 4
tracking trigger

(kinect message)

Update operator
location, pose

Send input data to the
Monte Carlo simulator
in remote GPU cluster

(MPI messages)

LCM message: KINECT channel

Remote GPU cluster

Run full simulation
patient anatomy;

tally dose, scatter PSF

Run simulations of
scattered radiation
with staff anatomy

Send out LCM message with
user location, orientation;

Kinect reference frame origin

Get patient 3D voxel doses

Get staff organ doses

Display 3D skin dose
and organ doses at
operator's monitor

inter-process communication via UDP (User Datagram Protocol) message passing specifically designed for real-
time systems where high-bandwidth and low latency are critical. The main advantages of this library are the
simplicity of the message passing functions and the multi-language compatibility that allows the communication
of applications written in C, C++, Java, Python and MATLAB.

Apart from the LCM communications, the MC simulator also uses the Message Passing Interface library
(MPI, http://www.open-mpi.org/) to access multiple GPUs in different computers in a remote computing
cluster. MPI uses secure shell connections to launch computational threads in the remote computers and can
access any system available in the local network or on the internet. The latency of the secure connections is not
negligible and therefore the control computer will have to wait some time to receive the final results from all the
remote nodes. With the Gigabit ethernet connections in our intranet the total time spent transferring the large
dose maps across the network accounted for less than 5 seconds of overhead in typical simulations.

2.4 Implemented Algorithm for Radiation Dose Monitoring

The implemented dose monitoring framework consists of three separate computer codes: the MC simulator
module, the virtual x-ray source console module and the depth camera tracking module. Figure 1 presents a
detailed flow chart describing the different elements of the software framework.

The acquisition technique factors and other relevant imaging parameters (kVp, filtration, collimation, gantry
position and angulation) are manually input by the system operator using the virtual x-ray source console
graphical user interface (GUI). A picture of the source GUI is shown in Fig. 2. To start an image acquisition the
user just needs to click a button in the GUI. At the moment the button is clicked the image acquisition parameters
are broadcasted to all applications running in the workstation with an LCM message. These messages trigger
the acquisition of the operator position in the depth camera module. The operator position is then broadcasted
again with LCM messages. The MC simulation module waits for the messages from the source and the camera
to start the simulation (synchronous message reception). In a clinical implementation, the simulations could be

Figure 1. Schematic flow diagram of the proposed dose monitoring computational framework composed of three separate
applications (x-ray source module, Kinect module, MC-GPU simulator module) communicating through LCM messages.
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Figure 2. Graphical user interface of the virtual x-ray source.

triggered by an external radiation monitoring device such as a dose-area product (DAP) sensor instead of by
messages from the x-ray console. The measured DAP value could also be used to convert the simulated relative
doses (eV/g per x-ray) to the appropriate absolute dose units (Gy) using pre-calculated conversion factors.

The depth camera tracking software runs during the entire imaging procedure. A live video stream showing
the scene depth map and the operator skeleton tracking marks is displayed during the program execution. An
example depth image is shown in Fig. 3. The camera module is asynchronously subscribed to the x-ray source
LCM messaging channel to receive a notice whenever an exposure takes place without interrupting the scene
tracking. In response to the incoming message from the source, the camera module sends out an LCM message
with the location and orientation of the operator body at the time of the acquisition (asynchronous message
reception). Before the first image acquisition takes place, the user must find and click in the depth image the
location of three landmarks that will define the reference system used in the simulation with the patient. First,
the user has to click at the location that corresponds to the origin of coordinates of the simulation geometry. By
default, the origin is located at the lower back corner of the patient bounding box, i.e., a point below the left
feet of the patient. Then, the user has to click a point above the origin to define the patient posterior-anterior
direction, and a point towards the head to define the caudal-cranial direction. The remaining left-right direction
is defined by the cross-product of the two other dimensions.

The MC simulation module is divided in two separate parts: an initialization part that is executed before
the medical procedure begins, and a dosimetric simulation loop that is executed for each irradiation. During
the initialization part, the large voxelized geometry and material files are read from disk and the interaction
sampling models are initialized. The MPI and GPU contexts are also initialized and the required simulation
tables and constant parameters are transferred to the slow GPU memory. The dosimetric simulation part starts
at the beginning of each image acquisition, triggered by the signal from the source module. The simulator
fetches the technique factor data from the source messages and the location of each person in the room from the
depth camera messages. Then, two simulations are successively launched in the local workstation or the remote
cluster: a short simulation (∼5 seconds) with the patient anatomy to compute the patient average and peak
organ doses and 3D dose map, and a separate simulation with the operator anatomy to estimate the operator
doses. The dosimetric results are reported at the local workstation as soon as all the computational nodes finish
their simulations. The dose deposited in each organ can be readily visualized with a provided set of GNUPLOT
scripts. The complete 3D dose distributions can also be visualized (for example using IMAGEJ) to provide more
information to the operator.

The key innovation that allows the system to compute the operator dose is that during the simulation with
the patient anatomy all the particles escaping the simulation universe are tested for intersection with the operator
bounding box. Those x-rays scattered in the direction of the operator are stored in a phase space file (PSF) in
GPU memory. When the simulation with the patient finishes, a new simulation with the operator anatomy is
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Figure 3. Visualization of a room with a person provided by the depth camera tracking module. Four landmarks are
automatically detected on the body: right shoulder, left shoulder, head center and hip center. The three color dots are
user-selected landmarks that define the patient reference system in the posterior-anterior and caudal-cranial directions.

started using the PSF as the x-ray source. Since only a small fraction of the initial x rays are expected to be
scattered towards the operator, each x ray in the PSF is recycled 128 times to maximize the information obtained
from each particle (variance reduction). The dose deposited by each x ray is scaled down a factor 128 to keep the
mean deposited dose estimation unbiased. The amount of particles in the PSF depends strongly on the distance
from the operator to the beam entrance point (inverse square law). As a consequence, the simulation time for
the operator will be longer, and the accuracy of the results better, when the operator is located near the source.

It is important to mention that in a clinical situation fluoroscopy or cine-angiography images may be contin-
uously acquired for multiple seconds or minutes. For the sake of simplicity we compute the doses only at the end
of each sequence. The dose monitoring system determines the position of the operator and the source angulation
at the beginning of each irradiation sequence and it is assumed that the staff, equipment or patient do not
move during the sequence. A more complex simulation scheme with multiple time steps could be implemented if
sufficient computational resources were available. Off-focus radiation leaking from the source or scattered from
the beam collimators is assumed to be negligible and not considered in our model.

2.5 Sample Coronary Angiography Simulations

The presented dose monitoring system was tested simulating two idealized coronary angiography procedures.
The adult male phantom “Duke” from the Virtual Family was used to represent the patient and the operator
anatomy in the simulations. This voxelized phantom is composed of 9 different materials and has a size of
61 × 31 × 186 cm3, with 0.2 cm voxels (350 MBytes of GPU memory). A 90 kVp energy spectrum with 4.0 mm
Al filtration was used for all exposures. The simulations were executed in parallel in 14 GPUs. It was assumed
that all the exposures had the same amount of radiation (same mAs or DAP) and radiation protection shields
were not used.

In the first simulated case, four posterior-anterior fluoroscopic projections were acquired with the operator
moving 1 m between exposures. In the first exposure the operator was located at the level of the patient left
knee, close to the bed; in the second he was located at the level of the chest, close to the x-ray beam; in the
third he moved 1 m away from the knee level; and in the last exposure he was located 1 m away from the chest
(see Fig. 4, above, for a graphical representation). The purpose of this study was to investigate the effect of the
operator position on the received dose.
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In the second case, twelve fluoroscopic projections were simulated with different cranial and lateral angulations
separated by 45° increments. In this case the operator remained static at the level of the patient knee, close to
the bed. The purpose of this study was to investigate how the dose received by the patient and the operator
change depending on the c-arm angulation.

3. RESULTS

3.1 Case 1: dose for different operator locations

Figure 4 shows volume renderings of the 3D dose distributions received by the operator for each of the four irra-
diation events in the first example coronary angiography simulation described above. The statistical uncertainty
in the patient voxel dose estimation at the beam entrance region (including the peak skin dose) was below 1%.
The average organ doses for all organs inside or near the field of view were also estimated within 1% uncertainty
(note that estimating the average dose to complete organs requires much fewer histories than estimating the peak
dose tallying the dose to individual voxels). The part of the body that received the largest amount of radiation
were the legs, because the x-ray source was located below the patient’s bed and most scattered radiation was
generated at the back of the patient. In clinical facilities it is common to install leaded drapes at the sides of
the bed to block this source of scattered radiation. As expected, our results suggest that blocking the radiation
coming from below the bed is a good method to reduce the dose to the operator in a posterior-anterior projec-
tion. The results also demonstrate that increasing the distance between the operator and the x-ray source is an
effective method to reduce the radiation exposure.

The presented simulations were executed in parallel in 14 GPUs with an approximate simulation time per
projections of 5 s. The average speed of the simulation in one NVIDIA GeForce GTX 580 GPU was 10.4·106

x-ray/s. The total number of x rays simulated in all GPUs for each projection was 7.3·108. Figure 5 shows a
plot of the time spent simulating each projection, separating the time spent in the patient simulation and in the

Figure 4. Results of the simulated case 1 with the operator at four different positions separated by 1 m: visualization of
the imaging room setting (above), volume rendering of the estimated 3D dose distributions to the operator (below).
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operator simulation. The figure also reports the total energy absorbed in the patient and the operator for each
projection (the code reports the mean and peak doses for each organ but this information is not plotted). The
dose to the patient was constant in this case because the source angulation was fixed, but the operator dose was
reduced 3 times when the operator moved 1 m away from the patient chest region. For the complete program
execution, the total time spent in the MC transport was 41.2 s and the time spent in initialization and reporting
was 199.2 s. Therefore on average the simulation required 10 s per projection. However, the simulation time
for the operator had a wide variability due to the fact that the number of particles in the PSF was much larger
when the operator was close to the x-ray beam. The number of particles in the PSF for each projection was
10.3·106, 43.6·106, 3.6·106 and 5.3·106 respectively. A factor 10 increase in the number of particles in the PSF
for the second projection (operator closest to the beam) corresponded to a factor 10 increase in the simulation
time, as expected.

The average and peak skin doses deposited in the patient for each projection (±2σ) were 0.2243±0.0001 and
44.93±0.02 eV/g per history. When the operator was located near the chest of the patient, the operator average
and peak skin doses were 0.00063 and 0.00444 eV/g per history. When the operator moved 1 m away from the
chest, the operator doses were 0.00021 and 0.00168 eV/g per history. Therefore the average patient skin dose
was 356 larger than the operator skin dose in the first case, and 1068 times larger in the second. The patient
peak skin dose was 10243 times larger than the operator peak skin dose in the first case, and 26969 times larger
in the second. A difference of three to five orders of magnitude between the skin doses received by the patient
(exposed to the primary x-ray beam) and the operator (exposed to scattered radiation) is logical and explains
why deterministic radiation effects have not been observed in operators.

Figure 5. Time spent simulating the patient and operator doses for the four views, and total energy absorbed in the
patient and operator bodies. Uncertainties below 1% (dose to the patient constant because source angulation was fixed).

3.2 Case 2: dose for different c-arm angulations

Figure 6 shows a volume rendering of the 3D dose distribution received by the patient after the twelve irradiation
events described in the second example coronary angiography case (see section 2.5). It can be observed that the
peak skin dose was located at the back of the patient, at the region where three different projections overlapped.
The statistical uncertainty in the estimated patient peak skin dose and average organ doses was below 1%.

Figure 7 shows five volume renderings of the 3D dose distributions received by the operator in five of the
twelve projections. The maximum dose to the operator was received for the anterior-posterior projection (x-ray
source above the patient, second image in the figure). Figure 8 presents the simulation time for each projection
and the total energy absorbed in the patient and the operator. It was observed that the patient peak skin
dose (not shown) varied much more than the total energy absorbed in the whole body for different angulations.
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Figure 6. Volume rendering of the patient 3D dose distribution after twelve x-ray exposures at 45° increments. The images
(from left to right) were rendered from the back of the patient, the front, the right side and from above.

Equivalently, the operator dose also varied significantly depending on the location of the x-ray source. It is
worth mentioning that the dose estimates would be different if we had modeled an automatic exposure control
system instead of assuming that all projections had the same intensity. For example, our results show that the
dose is practically null for the lateral projection with the source on the opposite side of the operator. Using
automatic exposure control, the intensity of the beam (and the resulting doses) for the lateral projections would
be significantly increased in order to obtain a usable projection image. In this case our results would still correctly
predict that the dose to the operator would be larger if the operator was located at the side of the x-ray source
compared to staying at the opposite side, next to the detector.

Figure 7. Results of the simulated case 2 with 12 different c-arm angulations: visualization of 5 sample imaging room set-
tings (above), volume rendering of the estimated operator 3D dose distributions for posterior-anterior, anterior-posterior,
45° caudal, 45° right and 90° right (lateral) angulations (below).
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Figure 8. Time spent simulating the patient and operator doses for the twelve views (above), and total energy absorbed
in the patient and operator bodies (below). Uncertainty in the absorbed energy estimations below 1%.

4. CONCLUSIONS

A dose monitoring system that uses an accurate MC code, detailed anatomical phantoms and physical sensors
in the imaging room has been presented. The system has the potential to provide real-time dose estimations for
both patients and staff during interventional fluoroscopy with high accuracy. This work demonstrates that GPU-
accelerated MC simulation is a valid alternative to less accurate methods for real-time dosimetric applications.

Work is underway to improve the dose tracking system and fix some of the limitations of the current software,
for example: model the radiation shields, implement a method to convert the dosimetric results to Gy, validate
the accuracy of the system by comparing with experimental measurements, and estimate the magnitude of the
different sources of error in the dose estimations.
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