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INTRODUCTION 
Enhancing the efficiency of computer systems has far-reaching impacts on many aspects of our 
lives. For instance, accelerating high-performance computing (HPC) applications can drive 
advances in fields like drug discovery and scientific simulations, while more efficient data 
analytics can lead to insights that improve our health and safety. Efficiency in computing is 
growing even more important due to climate change, as the accelerated growth and use of Cloud 
computing can have significant global impacts. These impacts include increases in power 
consumption, carbon emissions, hazardous material used in manufacturing and e-waste. My 
research focuses the construction of novel, efficient, high-performance computer systems that 
can address the ever-growing needs of modern Cloud applications. My research approach 
revolves around conducting rigorous quantitative analysis of applications and systems in order to 
understand their limitations and opportunities for growth. Then, I design solutions targeting those 
opportunities through systems optimization or leveraging advances in machine learning (ML). 
Throughout my work, I have successfully collaborated with scientists across diverse fields, 
including physics and radiology, as well as with industry partners. 

ENHANCING EFFICIENCY IN PARALLEL COMPUTE 
My research career began during my undergraduate studies when I volunteered for a research 
class project focused on a novel parallel programming language. I successfully demonstrated its 
efficacy in generating high-performance code for distributed applications [1]. This experience 
fueled my desire to continue working in computational science. As an intern at Los Alamos 
National Laboratory, I worked alongside physicists and mathematicians to parallelize a physics 
simulator [2]. Later, during my master’s, I combined software and hardware optimizations to 
accelerate a NASA climate physics program [3]. For both these projects, I collaborated with 
experts from diverse fields, learning to translate their algorithms into more efficient, high-
performance versions. 

ENHANCING EFFICIENCY IN DATA ANALYTICS 
During my master’s, I also became interested in how system efficiency can enhance data 
analytics to deliver valuable insights. Towards this, I developed systems to process social media 
data, aiming to provide accurate, real-time "boots on the ground" information to support 
evacuation efforts and emergency services during major weather disasters [4][5]. Later, as a 
researcher at the Oak Ridge Institute for Science and Education at the US Food and Drug 
Administration, I collaborated with radiologists and led efforts to create a sensor-based system 
that tracks the real-time location and posture of technicians and nurses in medical imaging rooms 
in order to reduce their exposure to radiation [6]. The International Commission on Radiological 
Protection recognized this work as a model for future research to minimize radiation exposure 
within medical communities [13]. 



ENHANCING EFFICIENCY IN OPERATING SYSTEMS 
Reflecting on my previous experiences, my motivation for pursuing a PhD was to delve deeper 
into the systems stack, with a quantitative focus at the boundary between the Operating System 
(OS) software and hardware. In EbbRT [7], I developed benchmarks to help explain its 
performance improvements and lead efforts to optimize EbbRT to run directly and efficiently on 
hardware. This involved developing a network device driver from scratch and aggressively 
optimizing custom OS-network paths for various applications. These contributions enabled 
EbbRT to achieve significant performance and energy efficiency gains over Linux by 2X. In 
SEUSS [8], I built the virtual machine infrastructure for deploying thousands of Linux 
containers, enabling comparisons with a modern serverless system and ensuring experimental 
reproducibility. Both OSes have also been taught as part of upper-level computer systems 
courses at institutions such as Univ. of Waterloo, IIT Delhi, Virginia Tech, Harvard, etc. As part 
of the tradition in my lab, we often extracted self-contained components of these larger systems 
in order to have undergraduate and graduate involvement in research and I have worked closely 
with these students as part of their class projects. At Hamilton, I intend to replicate this approach 
to promote student engagement in research. 

Building on my interest in using empirical data to identify and optimize system efficiency, as 
part of my dissertation, I conducted a data-driven study on how different hardware settings can 
be tuned to improve application and OS energy efficiency by 2X [9].Subsequently, I collaborated 
with researchers at Red Hat to develop an open-source tool that leverages ML to automatically 
tune these parameters [10]. I have also been invited to present this work at industry conferences 
like NetDev and DevConf. In my postdoctoral research, I am serving as co-PI on three Red Hat-
funded projects aimed at quantifying and improving performance and energy efficiency of 
Cloud-based systems and large-scale inferencing systems. Recently, in [11], I demonstrated that 
optimizing OSes on older hardware can actually outperform modern OSes on the latest hardware 
for Cloud applications, suggesting new approaches to address sustainability in computing.  

RESEARCH AGENDA 
Anthropogenic climate change poses one of the greatest threats to both us and our planet's health. 
Currently, the computing industry accounts for around 3.9% of global carbon emissions and this 
is expected to grow [14]. Recent advancements in generative AI have intensified this trend, as 
their resource demands are expected to accelerate emissions growth, potentially by orders of 
magnitude. The research agenda below represents my plan to reimagine computer systems with 
sustainability at their core. 

Reduce: Motivated by my doctoral research, which revealed that a data-driven analysis of an 
OS can uncover fundamental settings in hardware and software that significantly enhance 
application performance while reducing energy consumption, I believe the next logical steps 
over the next 1-2 years is to investigate the feasibility of applying these insights to other 
systems.Though I leveraged ML to automatically tune these settings, I am also interested in 
exploring whether ML can be employed to discover new settings across existing and emerging 
systems. 



Recycle: My latest work [11] has shown that not all applications need the latest and greatest 
hardware; in fact, using older, deprecated hardware can be more sustainable, as it avoids the 
carbon emissions associated with manufacturing new components. This insight paves the way 
for innovative approaches to integrating refurbished and recycled hardware into modern 
datacenter hardware. One of my postdoctoral projects has revealed that there are opportunities 
to develop new scheduling strategies that improve sustainability in Cloud applications without 
compromising performance. For example, by building on the applied ML tools in my previous 
work, I plan to explore how to effectively apply it towards sustainable schedulers that take 
advantage of characteristics in old and new hardware platforms.  

Reuse: To date, there have been upwards of hundreds of research systems developed to 
improve the performance of various fields within computer science [12]. However, the actual 
impact of these advancements on the technology industry remains unclear, largely due to 
differing incentive structures. With the growing need for sustainability in computing as a 
whole, I believe there is a huge opportunity to reuse and recontextualize many of the 
advantages shown in these systems in a new light. One of my interests is to explore the 
development of a general purpose OS that can seamlessly integrate techniques from these 
diverse systems into existing software ecosystems, making them more practical and easier to 
adopt. This would be a long-term, ongoing project that could potentially be part of upper-level 
course projects, allowing students to gain hands-on experience in cataloging and reproducing 
results from advanced research systems. 

Based on my previous experience in undergraduate and graduate mentorship, my goal is to 
develop similar self-contained class projects derived from my research agenda that can be 
stitched into the various courses I am prepared to teach. Through these projects, I aim to instill in 
my students' a rigorous and quantitative approach to understanding and measuring computer 
systems, as well as the skills needed to explore optimization and applied ML approaches to 
systems. Given the challenges of sustainable computing, where even small efficiency gains can 
significantly impact future carbon emissions, I believe that fostering a sustainability mindset in 
students will be a tremendous asset to their future careers. 
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